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Abstract

Neural networks have proved to achieve tremendous success in a large number of
prediction problems. Unfortunately, this success comes at the expense of imposing
challenges for the interpretation of models and for conducting inference in general.

In this paper, we propose a test for neglected nonlinearity in the conditional
quantile by comparing the fit of a linear model to an alternative model constructed as
a neural network series estimator. The problem can be formulated as a significance
test of the output weight parameters of the neural network in the presence of nuisance
parameters under the alternative. We provide consistency and asymptotic normality
of the neural network series estimator. We propose three test statistics as functions of
a Wald process depending on the nuisance parameters: the average, the exponential
average and the supremum Wald statistic. Critical values can be simulated.

Simulations show that our test has proper size and good power. An application
to analysis of systemic risk in a financial network indicates an important role of
neglected nonlinearity.
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